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Abstract—Surrogate model assisted evolutionary algorithms (SAEAs) have recently attracted much attention due to the growing need for computationally expensive optimization in many real-world applications. Most current SAEAs, however, focus on small-scale problems. SAEAs for medium-scale problems (i.e., 20-50 decision variables) have not yet been well studied. In this paper, a Gaussian process surrogate model assisted evolutionary algorithm for medium-scale computationally expensive optimization problems (GPEME) is proposed and investigated. Its major components are a surrogate model-aware search mechanism for expensive optimization problems when a high-quality surrogate model is difficult to build, and dimension reduction techniques for tackling the "curse of dimensionality". A new framework is developed and used in GPEME, which carefully coordinates the surrogate modeling and the evolutionary search, so that the search can focus on a small promising area and is supported by the constructed surrogate model. Sammon mapping is introduced to transform the decision variables from tens of dimensions to a few dimensions, in order to take advantage of Gaussian process surrogate modeling in a low-dimensional space. Empirical studies on benchmark problems with 20, 30 and 50 variables and a real-world power amplifier design automation problem with 17 variables show the high efficiency and effectiveness of GPEME. Compared to three state-of-the-art SAEAs, better or similar solutions can be obtained with 12% to 50% exact function evaluations.

Index Terms—surrogate model assisted evolutionary computation, surrogate models, expensive optimization, Gaussian process, prescreening, space mapping, dimension reduction.

I. INTRODUCTION

Many real-world optimization problems require expensive computer or physical simulation for evaluating their candidate solutions [1], [2]. Often, traditional gradient-based mathematical programming methods cannot be applied directly to these problems since analytic formulations are unavailable. Evolutionary algorithms (EA) cannot directly solve them either since a large number of function evaluations are unaffordable. Surrogate model assisted evolutionary algorithms (SAEAs) are recent promising approaches for dealing with such expensive optimization problems. SAEAs use surrogate models to replace computationally expensive real function evaluations. Since surrogate modeling and prediction/prescreening use much less computational overhead than directly using the computationally expensive exact function evaluator, the computational cost can be reduced significantly.

This paper focuses on expensive optimization problems of 20 to 50 decision variables (medium-scale) and we assume that the computational budget available is in the range of 1,000 real function evaluations. Such problems can be found in many real-world applications such as mm-wave integrated circuit design [3], antenna design [4], mechanical engineering [5] and manufacturing engineering [6]. For example, a single simulation of a high-frequency integrated circuit needs about 10 to 15 minutes, and a typical THz computational electromagnetic simulation may cost 20-30 minutes. Due to the very tight time-to-market requirements, the optimization task should be completed within one to two weeks. Thus, one has to deliver the final solution within 1,000 function evaluations. Many of these computationally very expensive problems have around 20 to 50 design variables [3], [4], [6].

Most current SAEAs focus on small-scale expensive optimization problems [7], [8], [9]. For problems with 20 or 30 variables, some successful attempts include [1], [10] and [11], [11] uses a weighted sum of the predicted values of different surrogate models to assist an EA, and the weights are adaptively adjusted based on the prediction uncertainty of different surrogate models. Reasonably good results on benchmark problems with 30 decision variables have been obtained, but it cost 8,000 exact function evaluations. [11] uses the Gaussian process (GP) model with probability of improvement prescreening [12] as a global surrogate model and Lamarckian evolution (using the radial basis function) as a local surrogate model to accelerate an EA. Good results on benchmark problems with 20 variables can be obtained with 6,000 exact function evaluations. [10] investigates GP-based local surrogate models and different prescreening methods to assist $(\mu + \lambda)$ evolution strategies. Benchmark problems with 20 variables have been tested, and promising results have been obtained on some problems with only 1,000 exact function evaluations. However, its solution quality (especially for multimodal problems) needs to be improved. We believe that much effort should be made to develop efficient and effective SAEAs for medium-scale computationally expensive optimization problems to meet the increasing industry requirements.

Many surrogate models have been introduced to assist EAs. Among them, the GP modeling, response surface methods, artificial neural networks, support vector machines, and radial
basis functions exhibit good performance and are widely used [7], [8], [12], [10], [12], [13], [14], [15], [16]. The GP modeling with the lower confidence bound \( d \) (10) [17] prescreening is used in this paper, mainly based on the following considerations:

- GP modeling is a theoretically sound method for determining a much smaller number of free model parameters than many other surrogate modeling approaches [18], [19].
- GP modeling can provide an estimate of the model uncertainty to each predicted point, which can be interpreted in a very natural way [18], [19].
- Several prescreening methods are available for the GP modeling in optimization. For example, the expected improvement prescreening [7] has demonstrated its ability to escape a locally optimal area [10].

A key issue in an SAAE is how to use a reasonable amount of computational effort to build a good model for locating the most promising candidate solutions. GP modeling can involve heavy computational overheads. The computational complexity of a typical learning algorithm for GP modeling is \( O(N_{t}K^{2}d) \) [10], where \( N \) is the number of iterations, \( d \) is the number of variables, and \( K \) is the number of training data points. When \( d \) is large, a large \( N \) is often required to obtain a good model. Our pilot experiments have shown that when using 150 training data, it can take 240-400 seconds to build a single GP model for an objective function with 50 variables when the BLADE DOE toolbox [20] is used on a Xeon 2.66GHz computer with the MATLAB environment. The cost will increase cubically as \( K \) increases. An SAAE with a budget of 1,000 function evaluations, as in this paper, may need to do GP modeling for several hundred times. Although starting from the GP model from the previous iteration can reduce the computational overhead to some extent, it is still not realistic to use too many training points in the GP modeling. On the other hand, using too few training data may deteriorate the reliability of the model and thus the solution quality. Besides the number of training data points, another important factor affecting the quality of a surrogate model is the location of the training data points. A standard EA, used as the search engine in most SAAEs (e.g., [11], [8], [10], [11]), generates new points mainly for optimization purpose but not for modeling. When an SAAE with such an EA prescreens a candidate solution, the model could be poor to judge the quality of this solution properly, since it is very likely that not enough training data points used for modeling are close to this solution, particularly in a high dimensional space.

This paper proposes two techniques to address the above issue. One is to employ a dimension reduction technique to map the training data to a lower-dimensional space on which the GP modeling will be conducted. In this way, the quality of the model can be largely improved due to the reduced space and the computational cost of the modeling can be reduced significantly. The other technique is to focus on the search on a promising subregion, which is achieved by a new surrogate model-aware search mechanism. A new SAAE method is then proposed that uses these two techniques, called Gaussian process surrogate model assisted evolutionary algorithm for medium-scale computationally expensive optimization problems (GPEME). Experimental results on benchmark problems show that GPEME, with 12% to 50% exact function evaluations, outperforms or performs similarly to some other state-of-the-art SAAEs [1], [10], [11]. We also report the result of GPEME for an mm-wave integrated circuit design optimization problem.

The remainder of this paper is organized as follows. Section II introduces the surrogate modeling technique used in our proposed algorithm. A new SAAE framework and GPEME are then presented in Section III. Section IV presents the experimental results of GPEME on some commonly used benchmark problems and a real-world engineering problem. Comparisons with some state-of-the-art methods are also provided in this section. Concluding remarks are presented in Section V.

II. THE SURROGATE MODELING IN GPEME

A. Gaussian Process Modeling

To model an unknown function \( y = f(x) \), \( x \in \mathbb{R}^{d} \), the GP modeling assumes that \( f(x) \) at any point \( x \) is a Gaussian random variable \( N(\mu(x), \sigma^{2}(x)) \), where \( \mu \) and \( \sigma^{2} \) are two constants independent of \( x \). For any \( x \), \( f(x) \) is a sample of \( \mu + \sigma(x) \), where \( \sigma(x) \sim N(0, \sigma^{2}(x)) \). For any \( x, x' \in \mathbb{R}^{d} \), \( c(x, x') \), the correlation between \( \sigma(x) \) and \( \sigma(x') \), depends on \( x, x' \). More precisely,

\[
c(x, x') \exp\left( -\frac{1}{2} \left( \frac{x-x'}{\theta} \right)^{T} \left( \frac{x-x'}{\theta} \right) \right),
\]

(1)

where parameter \( 1 \leq \mu \leq 2 \) is related to the smoothness of \( f(x) \) with respect to \( x \), and parameter \( \theta \) indicates the importance of \( x \) on \( f(x) \). More details about GP modeling can be found in [21].

1) Hyper Parameter Estimation: Given \( K \) points \( x_{1}, \ldots, x_{K} \in \mathbb{R}^{d} \) and their f-function values \( y_{i}^{T} \), \( i = 1, \ldots, K \), then the hyper parameters \( \mu, \sigma, \theta_{1}, \ldots, \theta_{d}, \) and \( \mu_{1}, \ldots, \mu_{d} \) can be estimated by maximizing the likelihood that \( f(x) \) at \( x_{i} \) can be written as:

\[
\frac{1}{(2\pi\sigma^{2})^{K/2}} \left| \begin{array}{c}
y^{T} \\
\sigma^{2} + \sigma^{2} \end{array} \right| ^{\mathbb{E}} \frac{1}{2\sigma^{2}} \\
\log \left( \begin{array}{c}
y^{T} C^{-1} y \\
\sigma^{2} + \sigma^{2} \end{array} \right)
\]

(2)

where \( C \) is a \( K \times K \) matrix whose \((i, j)\)-element is \( c(x_{i}, x_{j}) \). \( y = (y_{1}, \ldots, y_{K})^{T} \) and \( \mathbb{E} \) is a \( K \)-dimensional column vector of ones.

To maximize (2), the values of \( \mu \) and \( \sigma^{2} \) must be:

\[
\hat{\mu} = \frac{1}{K} \sum_{i=1}^{K} y_{i} \\
\hat{\sigma}^{2} = \frac{1}{K} \sum_{i=1}^{K} (y_{i} - \hat{\mu})^{2}
\]

(3)

and

\[
\hat{\theta} = \frac{1}{K} \sum_{i=1}^{K} (y_{i} - \hat{\mu})^{2}
\]

(4)

Substituting (3) and (4) into (2) eliminates the unknown parameters \( \mu \) and \( \sigma^{2} \) from (2). As a result, the likelihood function depends only on \( \theta \) and \( \mu_{i} \) for \( i = 1, \ldots, d \). \( \theta \) can then be maximized to obtain estimates of \( \theta \) and \( \mu_{i} \). The estimates \( \hat{\theta} \) and \( \hat{\sigma}^{2} \) can then readily be obtained from (3) and (4). In our experiments, we use the MATLAB optimization toolbox to optimize the likelihood function.
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2) The Best Linear Unbiased Prediction and Predictive Distribution: Given the hyper parameter estimates \( \hat{\theta}_i, \hat{\phi}_i, \hat{\mu} \) and \( \hat{\sigma}^2 \), one can predict \( \hat{f}(x) \) at any untested point \( x \) based on the \( f \)-function values \( y_i' \) at \( x_i' \) for \( i = 1, \ldots, K \). The best linear unbiased predictor of \( f(x) \) is [7], [22]:

\[
\hat{f}(x) = \hat{\mu} + \hat{\sigma}^2 \left[ \sum_{i=1}^{K} \frac{1}{C_i} y_i' \right] + \hat{\sigma}^2 \left[ \sum_{i=1}^{K} \frac{1}{C_i} (x-x_i') \right] \quad \text{(5)}
\]

and its mean squared error is:

\[
s^2(x) = \hat{\sigma}^2 \left[ \sum_{i=1}^{K} \frac{1}{C_i} (x-x_i') \right] \quad \text{(6)}
\]

where \( C_i = (C_1 + C_2 + \ldots + C_K) \). \( N(f(x), s^2(x)) \) can be regarded as a predictive distribution for \( f(x) \) given the function values \( y_i' \) at \( x_i' \) for \( i = 1, \ldots, K \).

3) Lower Confidence Bound: We consider minimization of \( f(x) \) in this paper. Given the predictive distribution \( N(f(x), s^2(x)) \) for \( f(x) \), the LCB of \( f(x) \) can be defined as [17]:

\[
J_{\text{LCB}}(x) = \int_{f(x)}^{\infty} \omega(s(x)) \, ds(x) \quad \text{(7)}
\]

where \( \omega \) is a constant. We use \( J_{\text{LCB}}(x) \) instead of \( f(x) \) itself to measure the quality of \( x \). The use of LCB can balance the search between promising areas (i.e., with low \( f(x) \) values) and less explored areas (i.e., with high \( s(x) \) values).

B. Dimension Reduction

A key issue in the design of an SAEA can be stated as follows:

- Given \( K \) points \( x^1, \ldots, x^K \) \( \in \mathbb{R}^d \) and their \( f \)-function values \( y^1, \ldots, y^K \), how can one rank the \( M \) untested points without exact function evaluation?

A natural solution to this issue is that one first builds a GP model based on the exact evaluated \( y^i \) data, computes the LCB values of each untested point and then ranks them based on their LCB values. This procedure is so called prescreening. In GPEMCE, we only select the point with the best LCB value for exact function evaluation based on the obtained ranking. It is desirable that the selected point is a high-ranked one among all the untested points. Our pilot experiments have shown that for the test problems with 50 variables used in this paper, it is often very hard to achieve the above goal with 100 or 150 training data. Using a larger \( K \), as argued in Section I, can lead to a large amount of computational overhead in GP modeling.

To deal with problems with around 50 decision variables, we propose an efficient way to do prescreening with dimension reduction. The key idea is to map the training data to a lower-dimensional space and then do GP modeling. As a result, the disadvantages caused by the insufficient number of training data points for medium-scale problems can be overcome. The method works as follows:

**Prescreening by GP with dimension reduction (GP+DR):**

Input: (1) Training data: \( x^1, \ldots, x^K \) and \( y^1, \ldots, y^K \). (2) Points to prescreen: \( x^{K+1}, \ldots, x^{K+M} \).

Output: The estimated best solution among all the untested points \( x^{K+1}, \ldots, x^{K+M} \).

Step 1: Map \( x^1, \ldots, x^{K+M} \) into \( \mathbb{R}^l \), where \( l < d \), and obtain their corresponding images in \( \mathbb{R}^l: x^1, \ldots, x^{K+M} \).

Step 2: Build a GP model by using the \( x^i \) and \( y^i \) data (\( i = 1, \ldots, K \)), and then use the model to compute the LCB value of each \( x^{K+1}, \ldots, x^{K+M} \).

Step 3: Find the point with the smallest LCB value among \( x^{K+1}, \ldots, x^{K+M} \). Output its corresponding point in the original decision space \( \mathbb{R}^d \) as the estimated best solution.

There are many machine learning methods which can transform the original space \( \mathbb{R}^d \) to the latent space \( \mathbb{R}^l \) for dimension reduction [23]. We have the following two considerations:

- The neighborhood relation among the data points plays a critical role in the correlation function in GP modeling. Therefore, the neighborhood relationship among the \( x^i \) points in \( \mathbb{R}^l \) should be as similar as possible to those among all the \( x^i \) points (\( i = 1, \ldots, K \)) in \( \mathbb{R}^d \).

The pairwise distances among the data points should be preserved as much as possible.

- The mapping technique should not be very costly since it will be used many times in an SAEA.

Based on these considerations, we use the Sammon mapping [24] which minimizes the differences between corresponding inter-point distances in the two spaces. Moreover, it is not expensive when \( K + M \) and \( d \) are not large. Sammon mapping minimizes the following error function:

\[
J = \sum_{1 \leq i < j \leq K+M} \frac{1}{\sum_{1 \leq i < j \leq K+M} \left| \frac{\text{dist}(x_i', x_j')}{\text{dist}(s_i, s_j)} \right|} \times \frac{1}{\sum_{1 \leq i < j \leq K+M} \left| \frac{\text{dist}(x_i', x_j')}{\text{dist}(s_i, s_j)^2} \right|} \quad \text{(8)}
\]

where \( \text{dist}(s_i, s_j) \) is the Euclidean distance.

Minimization of the error function in (8) is a large-scale quadratic optimization problem. In our experiments, we use the gradient descent method in [25] to solve it and we set \( i = 4 \) (more details can be found in Section IV). We use the principle component analysis (PCA) technique to generate an initial point for the optimization process. When \( K = 100 \), \( M = 50 \) and \( d = 50 \), as used in our experiments in this paper, the CPU time consumed by Sammon mapping is a few seconds on a 2.6GHz computer.

C. GP Modeling with Dimension Reduction using Sammon Mapping vs Direct GP Modeling

In the following, we discuss the major advantages and disadvantages of these two approaches.

**GP modeling with dimension reduction (GP + DR):**

- **Advantages:**
  - Sammon mapping transforms the training data points from the original space \( \mathbb{R}^d \) to a lower-dimensional space \( \mathbb{R}^l \). Therefore, the number of training data points required for a good GP model can be reduced.
  - Since the modeling is conducted in a lower-dimensional space, the computational overhead can also be reduced significantly.
- Disadvantage:
  - Although Sammon mapping minimizes the error function $E$ between the two spaces, the error cannot be zero. This means that some neighborhood information of the training data points in the original space will be lost in the latent space.

**Direct GP modeling in the original space $R^d$:**

- **Advantage:**
  - Errors caused by dimension reduction can be avoided.

- Disadvantages:
  - In the case of large $d$ (such as $d = 50$), it is often very difficult to select a sufficient number of proper training data points from the available data set to build a good GP model for a particular search area of interest.
  - When $d$ is large, direct modeling will be costly as pointed out in Section 1.

For these reasons, we decide to use the direct GP modeling in our proposed algorithm when $d = 20$ and $30$, and GP+DR in the case of $d = 50$. One thing that needs to be mentioned is that for problems with 20 or 30 variables, both methods can obtain reasonably good results (better than the available methods). This is related to our new SAEA framework, which is another main contributor to GPEME and which will be described in the next section.

III. THE PROPOSED GPEME ALGORITHM

A. Differential Evolution (DE)

The DE algorithm is used as the search engine in our proposed GPEME algorithm. DE is an effective and popular global optimization algorithm. It uses a differential operator to create new candidate solutions [26]. There are quite a few different DE variants. In this paper, we use DE/best/1 to generate new solutions for prescreening. The DE/best/1 mutation uses the current best solution as the base vector, so as to increase the speed of generating promising candidates.

Suppose that $P$ is a population and the best individual in $P$ is $x_{best}$. Let $x = (x_1, x_2, \ldots, x_d) \in R^d$ be an individual solution in $P$. To generate a child solution $u = (u_1, u_2, \ldots, u_d)$ for $x$, DE/best/1 works as follows.

A donor vector is first produced by mutation:

$$
u = x_{best} + F \cdot (x^{r1} - x^{r2})$$

(9)

where $x^{r1}$ and $x^{r2}$ are two different solutions randomly selected from $P$ and are also different from $x_{best}$, $F \in (0, 2]$ is a control parameter, often called the scaling factor [26]. Then the following crossover operator is applied to produce $u$:

1. Randomly select a variable index $rand \in \{1, \ldots, d\}$.
2. For each $j$ from 1 to $d$, generate a uniformly distributed random number $rand_{j}$ from (0, 1) and set:

$$
u_j = \begin{cases} 
  x_{best}^{j} & \text{if } rand_{j} \leq CR \\
  x_{j} & \text{otherwise}
\end{cases}$$

(10)

where $CR \in [0, 1]$ is a constant called the crossover rate.

B. The GPEME Framework

Like most other SAEAs, GPEME records all the evaluated solutions and their function values in a database. Once an exact function evaluation has been conducted for a new solution $x$, this solution and its real function value $y$ will be added to the database. To initialize the database, a Design of Experiment method, Latin Hypercube sampling (LHS) [27], is used to sample a set of initial points from the search space. The LHS sampling method samples the design space more uniformly, and hence, can use fewer samples to achieve a more effective sampling. It has been widely used for initialization in some other SAEAs [71, 115]. Let the search space be $[a, b]^d$. The GPEME algorithm works as follows (see Fig. 1):

**Step 1:** Use LHS to sample $n$ solutions from $[a, b]^d$, evaluate the real function values of all these solutions and let them form the initial database.

**Step 2:** If a preset stopping criterion is met, output the best solution in the database; otherwise go to step 3.

**Step 3:** Select the $\lambda$ best solutions (i.e., with the lowest function values) from the database to form a population $P^*$. 

**Step 4:** Apply the DE operators on $P$ to generate $\lambda$ child solutions.

**Step 5:** Take the $\gamma$ newest solutions in the database and their function values as the training data to prescreen the $\lambda$ child solutions generated in Step 4 by using GP in the original space or GP+DR with the LCB prescreening.

**Step 6:** Evaluate the real function value of the estimated best child solution from Step 5. Add this evaluated solution and its function value to the database. Go back to Step 2.

The flow diagram of the GPEME framework is given in Fig. 1.

We can make the following remarks on the GPEME framework:
The population $P$ generated in Step 3 consists of the $\lambda$ best solutions in the database. Most of these solutions may not be far away from each other, particularly after several iterations. Therefore, most child solutions generated in Step 4 are in a relatively small promising subregion.

In each iteration, at most one new solution enters $P$ in Step 3. Hence, in several consecutive iterations, the solutions to be prescreened in Step 5, which are generated from $P$ in step 4, should not be far away from each other, particularly, when most solutions in $P$ are distributed in a small region. For this reason, the training data points (obtained from Step 6) could not be far from a solution to be prescreened, which is desirable for GPEME.

The $\tau$ solutions in Step 5 are the most recently generated best candidate solutions, and it is reasonable to assume that these solutions are also not far away from the current promising subregion. Thus, the model built by using these solutions should be reasonably accurate for ranking the $\lambda$ child solutions generated in Step 4.

It is not necessary to build a very accurate GP model in Step 5 for prescreening. We only require that the GP model can help to select a reasonably good solution.

Taking the Ackley function with 20 variables as an example, in GPEME (the experimental setting is given in the next section), the probabilities on 20 runs that the best ranked solution by prescreening in Step 5 is among the top 20% and 10% of the $\lambda$ child solutions in terms of exact function values are 86.1% and 75.8%, respectively. Clearly, the GP modeling works very well in GPEME.

To get a rough idea of the search ability of the GPEME framework, we remove the GP modeling and prescreening. Instead, we conduct exact function evaluations to all the $\lambda$ child solutions in each iteration, and randomly select one from the top $\beta$ solutions. In such a way, we simulate the GP modeling and prescreening.

We set $\alpha = 100$ and $\lambda = 50$. We have tested five different $\beta$ values: 1, 3, 5, 7 and 9. The function values of the best solution found so far versus the number of iterations is plotted in Fig. 2. These results are based on 20 runs. It is clear from Fig. 2 that the convergence speed decreases as the $\beta$ value increases. This indicates that the quality of the GP model does have an impact on the convergence speed of GPEME. When $1 \leq \beta \leq 7$, the best objective function value obtained with 1,000 iterations is very close to 0, the global optimal value. This implies that the proposed GPEME framework works well if the best solution based on prescreening is among the top-ranked candidates in the newly generated $\lambda$ candidate solutions in terms of exact function values.

![Fig. 2. Convergence Curve in simulated GPEME](image)

IV. EXPERIMENTAL STUDIES

A. Parameter Settings

There are several control parameters in GPEME. To set some parameters, we have conducted pilot experiments on benchmark problems. Their settings and our considerations are given as follows:

- The scaling factor $F$ and the crossover rate $CRI$ in the DE operators: The setting of the DE parameters has been well investigated. Following [26], we set $F$ to $0.8$, and $CRI$ to $0.8$.

- The number of training data points $\tau$ in the GP modeling: The tradeoff between the model quality and the computational cost is considered when setting $\tau$. Our pilot experiments have shown that for medium-scale problems, when using less than 80 training data to construct the surrogate model, the selected best candidate based on the GP model and prescreening is not a truly high-ranked candidate in many occasions. On the other hand, although the model quality can improve when using more training data, the computational cost of modeling also increases significantly. Here are some training times to construct a GP model using the Blind DACE toolbox [20] for the problems tested in this paper (see Appendix) on a Xeon 2.66GHz computer in the MATLAB environment. If 100 training data are used, for the problems with 20, 30 and 50 variables, the CPU time to construct a GP model is about 10-20 seconds, 15-35 seconds, 120 to 250 seconds, respectively. When 150 training data are used, the CPU time increases to 30-50 seconds, 80-110 seconds, and 240-400 seconds, respectively. We have found that $80 \leq \tau \leq 120$ can produce a reasonably good surrogate model for GPEME with an acceptable amount of computational time. In our experiments using benchmark problems, $\tau = 100$ is used.

- The dimensionality $l$ of the low-dimensional space in Sammon mapping: Our pilot experiments have indicated that $l > 6$ can make the search quite slow and $l = 2$ can lead to poor results. In our experiments, we set $l = 4$.

- $\omega$ used in LCB: Following [10], [17], $\omega = 2$ is used.
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The number of initial samples \( \alpha \) in Step 1: [10] suggests that at least 2\( \alpha \) samples should be used to construct a reasonably good local GP model. However, the initial samples are randomly generated spread all over the search space, so more samples are necessary. We use 100 initial samples in the experiments using benchmark problems.

- \( \lambda \) in Step 3: Our pilot experiments on \( \lambda = 20, 30, \ldots, 80 \) have shown that 30 \( \leq \lambda \leq 60 \) works well. A large \( \lambda \) value causes slow convergence and a small value can easily lead to premature convergence. We set \( \lambda = 50 \) in the experiments using benchmark problems.

### B. Test Problems

To compare with three state-of-the-art methods reported in [11], [10], [11], we take the problems used in their works as the test instances. The test problems in [10], [11] have 20 variables. [10] uses the Sphere problem (simple unimodal), the Ellipsoid problem (unimodal), the Step problem (discontinuous) and the Ackley problem (multimodal). [11] uses the Sphere problem, the Rosenbrock problem (unimodal but with a narrow valley near the global optimum), the Ackley problem, the Griewank problem (multimodal) and the Rastrigrin problem (multimodal). [11] uses test problems with 30 variables, including the Ackley problem, the Griewank problem, the Rosenbrock problem, two shifted rotated problems and five hybrid composition functions from [28]. Besides problems with 20 or 30 variables, we also test some problems with 50 variables, which have not been tested by the other methods. The test problems used in our experiments are listed in Table I and more details can be found in the Appendix.

We also test our method on a practical design optimization problem of an mm-wave power amplifier with 17 design variables.

### C. The GPEME Performance and Comparisons with State-of-the-art SAEAs

The statistics of the best function values obtained by GPEME with 1,000 function evaluations on 20 independent runs for F1-F14 are reported in Table II.

From Table II, for most problems with 20 and 30 variables, GPEME can find very good solutions with 1,000 exact function evaluations. The exceptions are F4 and F5 (Rosenbrock problem with 20 and 30 variables), F13 and F14. Although the Rosenbrock problem is unimodal, the narrow valley of the global optimum makes it difficult to optimize. F13 and F14 are artificially designed complex problems. The standard DE with 30,000 exact function evaluations cannot produce good results for F5, F13 and F14 as shown in the next subsection. For the problems with 50 variables, although the obtained solutions are not very close to the global optimal solutions, their qualities are reasonably good.

We have compared GPEME with GS-SOMA [1], SAGA-GLS [11] and MAES [10]. As shown in Table I, GS-SOMA has been tested on F5, F8, F11, F13 and F14 in [1], SAGA-GLS on F4, F7 and F10 in [11], and MAES on F1 and F7 in [10]. Table III to Table V report the following values:
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TABLE III
COMPARISON OF GPEME WITH GS-SOMA [11]

<table>
<thead>
<tr>
<th>Problem</th>
<th>GPEME (10,000)</th>
<th>GS-SOMA (250)</th>
<th>GS-SOMA (10,000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>4.923</td>
<td>1.5</td>
<td>7.03</td>
</tr>
<tr>
<td>F2</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
<tr>
<td>F3</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
<tr>
<td>F4</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
</tbody>
</table>

TABLE IV
COMPARISON OF GPEME WITH SAGA-GLS [111]

<table>
<thead>
<tr>
<th>Problem</th>
<th>GPEME (50,000)</th>
<th>SAGA-GLS (50,000)</th>
<th>SAGA-GLS (50,000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
<tr>
<td>F2</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
<tr>
<td>F3</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
<tr>
<td>F4</td>
<td>2.56</td>
<td>2.56</td>
<td>6.00</td>
</tr>
</tbody>
</table>

![Fig. 3. Convergence curve of the objective function for F11 with 8,000 exact function evaluations by GPEME](image)

![Fig. 4. Convergence curve of the objective function for F13 with 4,000 exact function evaluations by GPEME](image)

- **BF1000**: the mean of the best function values obtained using 1,000 exact function evaluations by GPEME;
- **HI1000**: the number of exact function evaluations needed by an algorithm in [1], [10], [111] to achieve the same best function value obtained by GPEME. In total, GS-SOMA, SAGA-GLS and MAES used 8,000, 6,000, and 1,000 exact function evaluations, respectively. If their final results are worse than the GPEME result with 1,000 exact function evaluations, we denote this as > 8,000, > 6,000, and > 1,000, respectively.

Some of the above values have not been provided in [1], [10], [111] in numerical form, so we extract them from the figures in these papers. [10] tried four different pre-screening methods and obtained four different results; we choose the best one of them in our comparison. From Table III to Table V, it is clear that GPEME outperforms the three state-of-the-art methods on these test instances. More specifically:

- As shown in Table III, with 1,000 exact function evaluations for F5, F8, F11 and F13, GPEME can produce much better results than GS-SOMA. GS-SOMA is not able to produce solutions with the same quality with 8,000 function evaluations on F5 and F8. For F11 and F13, GPEME achieves about two times speed enhancement compared with GS-SOMA. For F14, the result obtained by GPEME is also better than GS-SOMA when both algorithms use 1,000 function evaluations, and GS-SOMA needs about 5,200 function evaluations to obtain similar results.
- The average best function values obtained by GPEME with 1,000 exact function evaluations over 20 runs are better than or similar to those obtained by SAGA-GLS with 6,000 function evaluations as shown in Table IV. The best function values of SAGA-GLS with 1,000 function evaluations are much worse than those of GPEME.

TABLE V
COMPARISON OF GPEME WITH MAES [10]

<table>
<thead>
<tr>
<th>Problem</th>
<th>GPEME (10,000)</th>
<th>MAES (10,000)</th>
<th>MAES (10,000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>1.005</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>F2</td>
<td>2.005</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

- MAES also uses 1,000 function evaluation on F1 and F7. Table V shows that the results obtained by GPEME are better by one or two orders of magnitude than the results of MAES.

Note that for F11 and F13, GS-SOMA can achieve the result of GPEME in 2,000-3,000 exact function evaluations. The convergence curves in [1] show that the fitness value decreases very rapidly in GS-SOMA from 2,000 to 3,000 exact function evaluations. To get an insight into the behavior of GPEME with more than 1,000 function evaluations, we conduct experiments on GPEME for F11 with 8,000 exact function evaluations and for F13 with 4,000 exact function evaluations. The convergence curves of the average best function values found so far over 20 runs are given in Fig. 3 and Fig. 4. The average best function values of GS-SOMA with 8,000 exact function evaluations are 2.25 and 1.25 for F11 and F13, respectively [1], while the GPEME result for F11 with 8,000 exact function evaluations is 3.23 and 1.25 and for F13 with 4,000 exact evaluations is 8.23 and 1.25. From Fig. 3 and Fig. 4, it can be seen that the final results of GS-SOMA can be achieved by GPEME with about 2,000 exact function evaluations.
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TABLE VI
THE EXPERIMENTAL RESULTS BY THE STANDARD DE FOR F1-F14

<table>
<thead>
<tr>
<th>Problem</th>
<th>1,000 FEV</th>
<th>T</th>
<th>30,000 FEV</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>203.22</td>
<td>12400</td>
<td>9.74e-17</td>
</tr>
<tr>
<td>F2</td>
<td>788.65</td>
<td>10750</td>
<td>4.25e-18</td>
</tr>
<tr>
<td>F3</td>
<td>3281.3</td>
<td>5720</td>
<td>4.65e-4</td>
</tr>
<tr>
<td>F4</td>
<td>534.85</td>
<td>4550</td>
<td>1.24</td>
</tr>
<tr>
<td>F5</td>
<td>1621.1</td>
<td>5650</td>
<td>1.43</td>
</tr>
<tr>
<td>F6</td>
<td>4147.9</td>
<td>5800</td>
<td>43.20</td>
</tr>
<tr>
<td>F7</td>
<td>16.91</td>
<td>9000</td>
<td>4.18e-0</td>
</tr>
<tr>
<td>F8</td>
<td>18.35</td>
<td>8050</td>
<td>1.13</td>
</tr>
<tr>
<td>F9</td>
<td>19.21</td>
<td>4100</td>
<td>1.18</td>
</tr>
<tr>
<td>F10</td>
<td>81.09</td>
<td>11400</td>
<td>0.013</td>
</tr>
<tr>
<td>F11</td>
<td>183.18</td>
<td>9500</td>
<td>0.0025</td>
</tr>
<tr>
<td>F12</td>
<td>467.77</td>
<td>5000</td>
<td>0.0098</td>
</tr>
<tr>
<td>F13</td>
<td>184.89</td>
<td>3150</td>
<td>1.38</td>
</tr>
<tr>
<td>F14</td>
<td>995.58</td>
<td>1000</td>
<td>918.84</td>
</tr>
</tbody>
</table>

The second and last columns are the average best function values obtained by DE with 1, 000 and 30,000 function evaluations over 20 runs, respectively. T is the number of function evaluations required by the standard DE to achieve similar results by GPEME with 1,000 function evaluations.

TABLE VII
COMPARISON BETWEEN GP+DR AND DIRECT GP FROM FIG. 5 TO FIG. 18

<table>
<thead>
<tr>
<th>No. of variables</th>
<th>GP+DR wins</th>
<th>GP wins</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1/4</td>
<td>3/4</td>
</tr>
<tr>
<td>30</td>
<td>1/4</td>
<td>5/6</td>
</tr>
<tr>
<td>50</td>
<td>4/4</td>
<td>0/4</td>
</tr>
</tbody>
</table>

The second column shows the number of problems for which GP+DR wins over the total number of test problems. The third column shows the same statistics but for the case that better results can be obtained by direct GP.

D. Comparison with Standard DE

To understand the benefits of the key techniques in GPEME, we compare GPEME with the standard DE [26] without surrogate model on F1-F14. When applying standard DE, the population size, the scaling factor $F$ and the crossover rate $CR$ are the same as those used in GPEME DE/next/1 mutation is also used. The number of exact function evaluations is set to be 30,000. The experimental results are presented in Table VI.

It is evident from Table VI that GPEME performs much better than DE if the computational budget is 1,000 function evaluations. The efficiency of GPEME comes from the surrogate model-aware search mechanism and the corresponding surrogate modeling method.

E. GP+DR vs Direct GP

In the above experiments, direct GP modeling is used for the test problems with 20 and 30 variables, and GP+DR for test problems with 50 variables. In the following, we compare the performances of GP+DR and direct GP modeling in GPEME. Both modeling approaches are tested in GPEME for F1 to F14. Fig. 5 to Fig. 18 compare how the average best function value found so far decreases against the number of exact function evaluations in GPEME with direct GP and GP+DR. The results are based on 20 runs and are summarized in Table VII.

One can observe that:

- For the four problems with 20 variables, GPEME with direct GP clearly performs better than GP+DR on F1, F7 and F10, and GP+DR is a little bit better on F4.
- For the six problems with 30 variables, GPEME with direct GP is better than GP+DR on F2, F8, F11 and F14. On F5, GPEME with direct GP performs a little bit better. GP+DR wins on F13.
- On all the four problems with 50 variables, i.e., F3, F6, F9 and F12, GP+DR outperforms direct GP.

Therefore, we can conclude that it is reasonable to use the
direct GP modeling for problems with 30 or less variables, and use the GP+DR approach for problems with 50 variables.

It is interesting to investigate if the models built by these two approaches are different in terms of quality and if the model quality differences are consistent with the performance differences of GPEM. Recalling that only one model is built and one solution is selected from the N candidate solutions for exact function evaluation in each iteration, it is desirable that the selected solution is one of the best (top-ranked) candidate solutions in terms of exact function values. We divide the 900 iterations after "Initialization" (i.e., Step 1) into 45 phases, each of which contains 20 consecutive iterations. To measure
the quality of modeling in a particular phase, we define its performance score as follows:

$$\Phi = 3 \times N_1 + 2 \times N_2 + N_3$$  \hspace{1cm} (11)

where

- $N_1$ is the number of iterations in a phase and in which the selected solution is among the top 2 of the $\Lambda$ candidate solutions.

- $N_2$ is the number of iterations in a phase and in which the selected solution is among top 3 to 5.

- $N_3$ is the number of iterations in a phase and in which the selected solution is among top 6 to 10.

If the selected solution is out of the top 10, it is not very useful for the search and thus it is not counted in the score. Clearly, the higher the performance score is, the better the modeling and prescreening performs in this phase. Fig. 19 to Fig. 22 plot the scores of two modelings (direct GP versus GP+DR) in GPEMIE for F1, F2 and F3 and F14. Except Fig. 22 (F14), the scores for the other problems are qualitatively similar to Fig. 19 to Fig. 21. For some instances, such as F1 and F2, the two modeling methods are quite different in terms of scores. More importantly, one can find that the score differences are consistent with the algorithm performance differences. For example, the scores of GP+DR are higher than direct GP on F3 as shown in Fig. 21, and GPEMIE with GP+DR outperforms the one with direct GP as shown in Fig. 7. The scores of direct GP are higher on F1 as shown in Fig. 19, and correspondingly, GPEMIE with it wins as shown in Fig. 5. F14 is the only exception. But as said above, F14 is an artificially constructed hard problem and it is difficult to optimize. Using the scores, we may be able to improve GPEMIE by developing more effective and efficient modeling techniques.

In GPEMIE, we use Sammon mapping to do dimension reduction.
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reduction. To study the effectiveness of Sammon mapping, some other dimension reduction methods are compared with Sammon mapping in GPEME on F7. These methods are PCA, Linear Discriminant Analysis (LDA), Local Linear Embedding (LLE) and Neighborhood Components Analysis (NCA) [23]. The average best function values found with 1,000 exact function evaluations over 10 runs are shown in Table VIII. It can be seen that Sammon mapping is the best.

Fig. 21. Scores of the two modeling approaches for F3 (30-D Ellipsoid)

Fig. 22. Scores of the two modeling approaches for F14 (40-D Rotated Hybrid Composition Function. F19 in [1])

| TABLE VIII |

| RESULT OF F7 USING FIVE DIMENSION REDUCTION METHODS |
|-----------|-----------|-----------|-----------|-----------|
| Sammon    | PCA       | LDA       | LLE       | NCA       |
| 3.57      | 1.000     | 12.5      | 18.75     | 13.29     |

E. mm-wave Integrated Circuit Optimization

GPEME has been designed for expensive engineering optimization problems. This subsection provides the experimental results of GPEME for dealing with an mm-wave integrated circuit (IC) design optimization problem. In recent years, high-frequency integrated circuit design is attracting more and more attention, both in academia and industry. At high frequencies, simple equivalent circuit models for passive components are no longer accurate to be used, and a “trial and error” method is inevitably tedious. Therefore, automatic design optimization of mm-wave ICs is of great practical importance. However, electromagnetic simulation is required to evaluate candidate designs, which is computationally expensive. Many mm-wave ICs have from 10 to 30 design parameters (i.e., decision variables) to be optimized.

We consider a design optimization problem of a 6 GHz, 65nm power amplifier with 17 design parameters. The evaluation of one candidate design requires 10-12 minutes using ADS-Momentum, which is a popular electromagnetic simulator. The synthesis time available to this problem is typically one to three days. In this problem, the design parameters are the inner diameters and metal width of the primary and secondary inductors of every transformer. There are three transformers with two inductors in each. The feasible ranges are 20 μm to 100 μm for the inner diameter, and 3 μm to 10 μm for the metal width. There are also 5 biasing voltages with ranges from 0.5V to 2V. The optimization problem is shown in (12). This is a simulation-based optimization problem, so no explicit analytical formulations for its objective and constraints are available.
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